
Theory of Computation - CSE 105, Fall 1998

Regular Languages
SampleProblemsandSolutions

Notes: Thealphabetin all problemsis
���������

unlessexplicitly mentionedotherwise.

1 Deterministic Finite Automata (DFA)

Problem 1 - Designing DFAs

Definethelanguage	�
 to be

	�

� ��� :
�

containseither
�����

or
�����

asaconsecutive substring
�

Give the statediagramof a DFA with at mostfive statesthat recognizesthe language	 
 , andgive a
formalproof of thecorrectnessof yourconstruction.

Strategy: We first try to determinewhatwe needto rememberabouta stringaswe arereadingit. In this
casewe would needthe following states:a startstate,a statein which we have just seena

�
. Thenstates

thathave just seen
���

and
���

. And finally astatethathasseeneithera
�����

or a
�����

. Thiswill beouraccept
state.Notethatit sufficesto haveonestaterepresentboth

�����
and

�����
, sinceall thatmattersis thatweneed

to acceptboth.

Construction: Thefollowing DFA recognizes	�
 .
1

0

1

0

1

0

0

1 0, 11 2

3

4

5

Figure1: A DFA recognizing	 


1



Correctness of Construction: We needto give a formal argumentproving that theDFA constructedfor
	�
 acceptsall andonly thosestringsthatarein 	�
 . Theproof, thus,hastwo subproblems:

1. Prove thatfor any string � in 	�
 , � is acceptedby theconstructedDFA

2. Prove thatfor any string � not in 	�
 , � is notacceptedby theconstructedDFA

To get an idea for how to solve subproblem1, recognizethat we are trying to prove that a specific
property(acceptanceby theconstructedDFA) holdsfor all elementsof aninfinite set( 	�
 ). This is exactly
the typeof problemfor which proof by inductionis designed(seepage23 of the text). Subproblem2 fits
thesamemodelassubproblem1, sincethecomplementof 	 
 is alsoan infinite set. Hence,we canprove
theconstructioncorrectby giving inductive proofsfor subproblems1 and2.

Subproblem 1 - Proof by Induction In order to constructan inductive proof, we needto choosean
appropriatevariableto performinductionon. That is, we mustfind somefunctiondefinedfor all � in 	�

thatmaps	 
 to thesetof integers.As every stringin 	 
 hasa lengthwhich is anintegervalue,thelength
functionis suitable.Hence,let ��� bethelengthof astring � . Weshallperforminductionon thevariable��� .
Basis TheconstuctedDFA acceptsall � in 	�
 suchthat ������� 3.

When ������� 2, thebasisclaim is vacuouslytruesincethedefinitionof 	�
 statesthatall elementscontain
either

�����
or
�����

asasubstring,bothof whichhave a lengthof 3 � 2.
When � � = 3, � mustbeeither

�����
or
�����

, asno otherstringof length3 canpossiblybein 	 
 . Weneed
to show that theconstructedDFA acceptsboth

�����
and

�����
. Fromthestartstate,��
 , thestring

�����
moves

the DFA alongthe following pathof states: ��
 — ��� — ��� — �� . Since �� is an acceptstate,the DFA
acceptsthe string

�����
. Similarly, the string

�����
causestransitionsalongthe path: ��
 — ��� — ��! — �� .

Again,since�� is anacceptstate,theDFA acceptsthestring
�����

.
Having shown that theconstructedDFA acceptsall � in 	 
 suchthat � � �"� 3, we mayconcludethat

thebasisof theinductionis true.

Induction Step Assumethat the constuctedDFA acceptsall � in 	�
 suchthat �#� = $%�"� 3. Then, the
constructedDFA acceptsall strings� in 	�
 suchthat ��� = $ +

�
.

Let � beany string in 	�
 suchthat ��� = $ +
�
. Since ���&�(' , thereexistssomestring ) in *,+ suchthat

either � = ) � or � = ) � . Thestring ) is eitherin 	 
 or not in 	 
 .
If ) is in 	�
 then,by the inductive hypothesis,it is acceptedby the constructedDFA. The strings ) �

and ) � mustalsobeacceptedby thesameDFA, sincetheDFA will bein acceptstate�� afterprocessing)
andsincethereareno transitionsfrom �� to anotherstate.Hence,� is acceptedby theDFA whenever ) is
acceptedby it.
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If, on theotherhand,) is not in 	�
 then,sinceweassumed� is in 	�
 , thereexistssomestring
�

in * +
suchthat � = ) � andeither ) � =

�"�����
or ) � =

�"�����
. Processingtheprefix string,

�
, may leave theDFA

in any state(remember, we have not madeany claimsaboutthebehavior of theDFA on stringsthatarenot
in 	�
 ). Thus,we needto show that theacceptstateis reachablefrom any otherstateon input

�����
or
�����

.
Thereare

���
cases( - DFA statesX ' choicesfor

�
), eachof which thereadermayeasilyverify leave the

DFA in theacceptstate.It follows that � is acceptedby theDFA whetheror not ) is in 	 
 .
Since,given � in 	�
 such ��� = $ +

�
, we have shown that the inductive hypothesisimplies that � is

acceptedby theconstructedDFA, wemayconcludethattheconstructedDFA acceptsall � in 	�
 .
Subproblem 2 - Proof by Induction The inductive proof for this subproblemis very similar to theone
givenfor Subproblem1. It is left asanexercise.

Problem 2 - Designing DFAs

Give thestatediagramof aDFA thatrecognizesthelanguage	.� where 	.� is givenby

	.��� ��� :
�

has /�$�0 �"� ’s for some$2143 �65

0 0

0

1 1

1
1 3

2

Figure2: A DFA recognizing	.�
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Problem 3 - Closure Properties of Regular Languages : Closure under Reversal

(Problem1.24,page88of thetext) For any string �7�8� 
 � � 5�5�5 �:9 , thereverseof � , written �:; , is thestring
� in reverseorder, � 9 5�5�5 �<�=�>
 . For any language? , let ? ; =

� � ;(@ �A1B? � . Show that if ? is regular, so
is ?C; .

Given: ? is regular. Sothereis aDFA D �FEHG �JI��LK�� ��M �ONQP thataccepts? .

Want: To show that ?R; is regular. Wedo thisby constructinganNFA DS; thataccepts?R; .

Proof idea: Thebasicideais thatwe want to modify theDFA D to “run backwards”on an input string
of ?R; . We cando this by “reversingthe transitionarrows” in the original DFA. The original startstate
becomesthenew final state.Similarly, wewould like theoriginalfinal statesto becomethenew startstates.
However, sincewe areallowedonly onestartstate,we needto adda new statewhich will alsobeour new
startstatewith T transitionsto all theoriginal final states.

Construction: Constructa machineDSUR�VEHGXWZY �JI"�LK ; � Y � ��M P , where Y([1\G is a new start statewe
introduce.Definethenew transitionfunctionsuchthatfor every �]1AG and ^_1 I ,

K ; E`� � ^ P � ��a 1bG @ K E a�� ^ P �c� �
Also, let

K ;�EdY � T P � N . Weclaim that DS; is anNFA thataccepts?C; .

Correctness of Construction: Considersome�B�8�>
 5�5�5 � 9 1e? ; . Weareinterestedin thebehaviour of
Df; on � . By definitionof ?C; we have �<;g�c� 9 5�5�5 �>
C1A? . Assumethat ��M 5�5�5 � 9 arethestatesin G that
arefollowed on input � ; in D . Thenby our constructionwe have that Y � � 9 5�5�5 ��M is a pathon input � in
Df; . Sincethis is avalid pathendingin anacceptstate,we have that DS; accepts� .

Now, lets look at thebehaviour of Df; on some�2�c� 
 5�5�5 �<98[1h?C; . We mustshow that thereis no
acceptingpathin DS; on input � . Again,by definitionof ?R; , we have that �:;i�8� 9 5�5�5 �j
][1e? . Weargue
by noting that if therewasanacceptingpathin Df; on input � thenreversingit would yield anaccepting
pathin D on input � ; . However, sinceD doesnotaccept� ; , weknow thattherecanbenoacceptingpath
in DS; on input � .
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Problem 4 - Closure Properties of Regular Languages : Closure under k
If ? , l arelanguages,we defineanew language

?nmhlF� � � : �A1B? or �e1el but notboth
�

Show thattheclassof regularlanguagesis closedunderthisoperation.

Given: ? and l areregular.

Want: To show that ?gmnl is regular.

Proof idea: While we cansolve thisvia DFA or NFA constructions,it is considerablyeasierto do thisby
invoking only known closurepropertiesof regularlanguages.Themaintrick hereis to observe that

?gmnl\�FE`?nW7l Ppo E`?hq7l P �\E`?nW2l P q%E ?gq2l P
Now wecanusethefactthatregularlanguagesareclosedunderunion,complementationandintersection

to arguethat ?hmnl is regular.

Construction: Considerthe following languages:	 
 �rE`?(W%l P , 	 � �rE`?(q%l P , 	 � � 	 � and 	\�
	�
sqt	
� . Wehave ?gmnlF�c	 . Weclaim that 	 is regular.

Correctness of Construction: Since ? and l areregularandregular languagesareclosedunderunion,
	�
 is regular. Since ? and l areregularandregular languagesareclosedunderintersection,	
� is regular.
Since 	 � is regularandregular languagesareclosedundercomplement,	 � is regular. Since 	 
 and 	 � are
regularandregularlanguagesareclosedunderintersection,	 is regular. Since	n�c?Zm_l wehave thatthe
classof regularlanguagesis closedunderthe m operation.
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Problem 5 - Closure Properties of Regular Languages: Closure under Hamming Distance

For any set ?Su ��������� + and $tv � , define

wQx E`? P � � �zy {nE|� � ? P v}$ �6�
thesetof stringsof Hammingdistanceat most $ from ? . Prove that if ?~u ��������� + is regular, thenso isw ��E`? P .
Main idea: If ? is regular, thenthereis a deterministicfinite automatonD that recognizes? . To show
that

w � E`? P is regular, then,all we have to do is show thatwe canuse D to build a new machineDfU that
recognizes

w ��E`? P . The generalideais to take the DFA D andtransformit into an NFA that allows the
optionof flipping up to two input bitsbut otherwiseprocessesaninput stringin exactly thesamewayas D
does.This canbedoneby having D U containthreecopiesof D with theadditionof transitionsfrom copy
1 to copy 2 allowing theflipping of onebit andtheadditionof transitionsfrom copy 2 to copy 3 allowing
theflipping of oneotherbit. Then,in additionto acceptingall stringsacceptedby D , thenew machinewill
alsoacceptall stringsin ? with either1 or 2 bits flipped.

Simple example: SupposeD is thefollowing machine:

0

1

0

1

1

0

Let the languagerecognizedby this machinebe called ? . Then the following machinewill acceptw ��E`? P :
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0

1

1

1

0

0

01
0

1 0 1

01
0

1 0 1

00

1

1

0

00

1

1

0

1

1

This machineacceptsthesamestringsasthepreviousmachine,but it allows up to two bits in theinput
stringto beflipped.

The formal construction: Given D��FEHG �JI"�LK�� ��M �ON]P , where GS� � Y6
 ��5�5�5�� Y 9 � ,
� Make threecopiesof D , namedDg
 � D�� � and D,� , where D����VEHG�� �JI"�LK � � ���|� M �ON � P is createdby

replacingeachstateY=� of D with Y��|� � .
� Createthenew machineDfU thatcombinesthemsothat DfUz��EHG�U �JI"�LK U � ��UM �ON U P , where G���G 
 W
G���WZG�� � � UM �~��
�� M � and

N U � N 

W N ��W N � . First just copy the transitionfunction:
K U EdY��|� � � ^ P �K �OEdY��|� � � ^ P (e.g. if Dg
 containsthetransition

K 
�E`��
��  �O��P �f��
���
�M , addthetransition
K UHE`��
��  �O��P �f��
���
�M

to D U ).
� Add the transitionsnecessaryto allow bit flipping asfollows. For eachtransition

K UHEdY6
�� � �O��P ��Y 
�� x ,
adda new transition

K U EdY�
�� � ����P ��Y �=� x . Likewise, for eachtransition
K U EdY6
�� � ����P ��Y 
�� x , adda new

transition
K U�EdY6
�� � �O��P �(Y �=� x .

� Do thesameadditionof transitionsfrom machine2 to machine3, i.e. for eachtransition
K UHEdY �=� � �O��P �

Y �=� x , addanew transition
K U EdY��=� � ����P �(Y �=� x ; for eachtransition

K U EdY��=� � ����P �(Y �=� x , addanew transitionK UHEdY��=� � �O��P �(Y �=� x .
Proof of correctness: To show thatfor aDFA D thatrecognizes? , thenew NFA DfU recognizes

w ��E`? P ,
we mustarguethatif �e1 w ��E`? P , D U accepts� , andif ���1 w ��E`? P , D U doesnotaccept� .
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� If ��1 w �6E`? P , then ��)e1�? suchthat {nE|� � ) P vf' . If {nE|� � ) P � � then ��1Z? , andthe D}
 partof
D U will accept� sinceDg
 containsall thetransitionsandacceptstatesof D . If {�E|� � ) P � � , then �
differsfrom )21b? in only oneposition,so D}
 canprocess� up until it reachesthesymbolat which
� differs from ) , switch to D�� , andcontinueprocessingtherestof � asif it was ) , finally accepting
it. Thesameargumentholdsif {�E|� � ) P �~' , exceptthe machinecanmove into an D�� stateat the
first pointatwhich � differsfrom ) , theninto an D � stateat theotherpointatwhich � differsfrom ) .

� If �c�1 w ��E`? P , then �<)_1n? � {nE|� � ) P �F' . That is, morethantwo bits in � mustbeflippedto geta
string ? . If this is thecase,DfU cannotpossiblyaccept� , sinceit allows at mosttwo deviationsfrom
how theoriginal machineD processesit.
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2 Nondeterministic Finite Automata (NFA)

Problem 6 - Designing NFAs

Give thestatediagramof anNFA with atmostfour statesthatrecognizesthelanguage	 
 , where

	�

� ��� :
�

containseither
�����

or
�����

asaconsecutive substring
�

Strategy: In this problemwe show how onecanusenondeterminismto save states.We needto make
surethat thereis at leastoneacceptingpathfor all the stringswe intendto accept. And that thereis no
acceptingpathfor a stringwhich is not in thelanguage.Sincewe areinterestedin thepresenceof a

�����
or�����

asasubstring,wecanbasicallyignoreapreambleof
�
’s and

�
’s thatdoesnotcontainsequencesweare

interestedin. This is shown by theself loop in thefirst state.We needa stateto maintaininformationthat
we have just seenat leastone

�
. Anotheris neededto recordthatwe have just seenat leastoneoccurence

of a
���

or a
���

. In somesenseit waspossiblehereto we collapseinto onethetwo separatestatesusedin
thecorrespondingDFA to recordthis information. Finally we needanacceptingstatethat recordsthatwe
have foundat leastoneoccurenceof a

�����
or a

�����
.

Construction: Thefollowing NFA accepts	�
 .

0 0, 1

0, 1

0, 1 0
1 2 3 4

Figure3: An NFA recognizing	�


Correctness of Construction: Wecaninformally prove thecorrectnessof ourconstructionby observing
thatsandwichedbetweenthestartandfinal statesthatallow any combinationsof

�
’s and

�
’s is a paththat

canbetraversedon processingeithera
�����

or a
�����

. Hencethereis clearlyat leastonepathfrom thestart
to thefinal stateif theinputstringcontainsthedesiredsubstrings.To show thatnostringotherthantheones
thathave thedesiredpropertyareaccepted,wearguethattheonly way to getfrom thestartstateto thefinal
stateis apaththatcanbetraversedif only

�����
or
�����

appearasasubstring.
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Problem 7 - Converting an NFA to an equivalent DFA

Problem1.12b,page85 of thetext.

Referto Theorem1.19,page55of text, andExample1.21,page57 of text.

b

b

b

a

a, b

b b

b

a

a

a

a

1 2 3

1, 2 1, 3 2, 3 1, 2, 3

φ
a

Figure4: A DFA thatis equivalentto thegivenNFA

b
b

b

a

a

a

1, 2 2, 3 1, 2, 3

φ

Figure5: TheDFA above afterremoving unnecessarystates
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3 Regular Expressions (RE)

Problem 8 - Designing Regular Expressions

Give theregularexpressionrepresentingthelanguage	 
 in Problem1.

It is easyto seewhat the expectedRE is by looking at the NFA we designedearlier. The regular
expressionis E � W ��P + E ����� W ������P E � W ��P + .

Problem 9 - Designing Regular Expressions

Give theregularexpressionrepresentingthelanguage	.� in Problem2.

We first characterizethestringsthatarein 	.� . Thesestringshave onemore
�

thansomemultiple of / .
Thatis all stringswith justone

�
, with four

�
s, . . . , andsoon,arein 	 � .

Theregularexpressionis
� + � E � + ��� + ��� + ��P + � + .

Note: Thereareseveralpossiblecorrectsolutionsto suchproblems.Forexampleanotherpossiblesolution
wouldbe

� + ��� + W%E � + ��� + ��P E � W7TsW ��� + ��� + ��P + E ��� + ��� + P .
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Problem 10 - Converting NFAs to REs

Problem1.16a,page86 of thetext.

Referto Lemma1.29,page66 of text, andExample1.30,page68of text.

b b

a

a

a

a

bb

s s

s1

2

1

2

f f

f

(A) (B)

(C) (D)

1

ε

ε

ε

((b a* b) U a)* b a* 
b a* 

(b a* b) U a

Figure6: Thestepsin convertingtheNFA givenin (A) to aRE (transitionlabelof (D))
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Problem 11 - Converting REs to NFAs

Problem1.14c,page86 of thetext.

Referto Lemma1.32,page69 of text, andExample1.35,page74of text.

0, 1
1sΦ∗ :

1Φ : 

Figure7: Building anNFA from theRE � +
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4 Non-regular Languages

Problem 12 - Application of Pumping Lemma

Problem1.16a,page86 of thetext. Prove thatthefollowing languageis not regular:

	.��� ��� :
� 1 ��������� is nota palindrome

�

Proof: Considerthecomplementof thelanguage	.� .
	 � � ��� :

� 1 ��������� is apalindrome
�

Wewill prove thatthelanguage	.� is not regular. Wecanthenusethefactthatregularlanguagesareclosed
undercomplementationto arguethat 	 � cannotberegulareither.
Let ?�� 	
� andassumetowardsacontradictionthat ? is regular. Wewill usethepumpinglemmato derive
acontradiction.

Referto Theorem
��5 /6� , page78 of the text. Let � be the“critical length” givenby the theorem.Let us

choosethe string YB� ���������������
. This string is, by definition of the language,containedin the language.

Now since YA1c? andclearly y Y�y��S� , the theoremsaysthat it may be written as Ye���<)�� suchthat the
threeconditionsof the theoremhold. Condition / saysthat y �<)�y�v�� . Since Y�� �����������6��� � �<)�� , it
mustbe that �:)g� � x

and �n� � ��¡ x � � � � � �
for some $cv�� . Say �(� � x ¡£¢

and )}� � ¢
. Condition�

of the theoremholds for any ¤4¥ �
. We choose¤¦�r' . Now considerthe string Y�UR�§�:) � � . This is

Y U � �
x ¡£¢ � � ¢ �Q� �

x�¨ ¢ � ��¡ x � � � � � �
, andcondition

�
saysit is in ? . But condition ' of thetheoremtellsus

y )>y�� � , meaning©r� � . But thenit is clearthat Y�U is in factnot in ? (i.e. Y�U is not a palindrome),because
�]0�©§�%� and Y�U will have moreleading

�
’s thantrailing

�
’s. This is acontradiction.Henceit mustbethat

	.� is not regular.

Now considerthe language	.� . Assumetowardsa contradictionthat 	.� is regular. Sinceregular lan-
guagesareclosedundercomplementation,this would meanthat 	.� is alsoregular. In view of the result
establishedearlier, thisagainis acontradiction.Henceit mustbethat 	 � is not regular.

Note: Thereareseveralwaysof usingthepumpinglemmain proving theabove. Thetrick is in choosing
aninitial string Y"�8�<)�� whichmakesour job easier.
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Problem 13

Problem1.28,page89of thetext.

Proof: In orderto show thatlanguageª is not regular, we’re goingto assumeª is regularandthenusethe
pumpinglemmato show acontradiction.To doso,wefirst haveto pick somestring Y�1eª whoselengthis at
least� , thepumpinglength.This stringshouldnot betrivial, however. For example,if we pick Y���« � [ ��¬ � ,
wewon’t find any contradictionsincethepumpinglemmais goingto work. So,let Y be « � [ �=¬­� « � [ ��¬­� . Since
Y�1eª and y Y�y®¥%� , Y canbebrokeninto threeparts,Y��8�:)�� , satisfyingthefollowing conditions:

1. for each¤.¥ ��� �:) � �¦1eª ;

2. y )>y�� � ; and

3. y �<)�y�v%� .

Becausey �:)>y�v,� and y )�y£� � , )4��« � [ �=¬ � for some
� �n¯tv,� . Then,whenwe pumpup once( ¤.�S' ),

wehave �:) � �]�F« � [ �=¬ �
¨ � « � [ ��¬ � whichis clearlynot in ª . Therefore,wehaveacontradictionandour initial

assumptionthat ª wasregularwaswrong.
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6 Miscellaneous Problems

Problem 14 - All paths NFA

Problem1.31,page89of thetext.

We first characterizewhat it meansfor an all-paths-NFA to acceptand reject. If the input is in the
language,we requirethatall pathsthatmaybefollowedendin acceptingstates.On theotherhand,if the
input is not in thelanguage,we requirethatthereexist at leastonepaththatleadsto a rejectingstate.

Thereare two directionsto this proof. We start with the easierone of proving that if 	 is a regular
languagethenthereexistsanall-paths-NFA thatacceptsit.

Given: 	 is regular. Sothereis aDFA D thataccepts	 .

Want: To constructanall-paths-NFA DfU thataccepts	 .

Construction: Weclaim that D U �cD .

Correctness of Construction: Herewe make theobservation that theDFA conformsto thedefintionof
theall-paths-NFA. That is whentheinput is in 	 , thereis only onepossiblepaththatacceptsin a DFA for
	 , andhencewe cansaythatall possiblepathsareaccepting.And whentheinput is not in 	 , thereis only
onepossiblepaththatrejects,andhencewecansaythatthereexistsat leastonepaththatrejects.

Now for theotherdirection,

Given: 	 is a languageacceptedby someall-paths-NFA.

Want: To show that 	 is regular.

Proof idea: We will constructanNFA thataccepts	 . This would meanthat 	 is regular. We know that
theclassof regularlanguagesis closedundercomplementation.Thuswe will have provedthat 	 is regular.

Construction: ConstructthemachineDfU which is thesameas D exceptthat therolesof acceptingand
rejectingstateshave beenreversedin D U . That is all acceptingstatesin D arerejectingstatesin D U and
vice-versa.Weclaim that DSU is anNFA thatacceptsthelanguage	 .

Correctness of construction: Considersome �e1 	 . We want DfU to accept� . We have �n[1e	 . This
meansthaton input � thereis somepathin D which endsin a rejectstate.This in turn implies that there
existssomepathin DfU for input � whichendsin anacceptstateandhenceDfU accepts� .
Now let uslook at some�g[1 	 . Wewant DSU to reject � . Againwe have �e1b	 . Thismeansthaton input �
all pathsin D endin acceptstates.This implies thaton input � all pathsin D U would endin rejectstates
andthus DSU rejects� .
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