COLLECTIONS OF CLASSIFIERS TUNED FOR CELL FINDING
WITH AN APPLICATION TO BUILDING DIGITAL CELL ATLASES OF DROSOPHILA EMBRYOS

William Beaver!, Adam Paré?, David Kosman?, Ethan Bier2, William McGinnis?2, and Yoav Freund!
{wbeaver, yfreund}@ucsd.edu
|. Department of Computer Science and Engineering, UCSD, La Jolla, CA 2. Cell and Developmental Biology Department, UCSD, La Jolla, CA

Goals Challenges

: : ACOILLR & SON Betetaie i 48 . : . :
Biology: | s Lsisegaints Lo ® Tuning is required for computer vision algorithms
® quantitative analysis of image o R Y S R (for both initial use and as experimental conditions
data | T iiiestinl Ry change)
« o ' . ".0:'0.' .:0:0.::0.....0: . . .« o .
® Digital cell atlas .‘,-:.}"'\.:‘.-'.;»::.: e ® Tuning requires computer vision expertise
Computer Science: eeeatten, LR et ® experimentalist # computer vision expert
: : ‘.'.:'.c:.:‘ ..°:.0 o o o - '..: E"..:.:.o.o.:.:: . . . —
® C(lassifier based algorithms v Tl A Bininieess (typically neither side wants =)
. . o e 0% ofo '.0. ~ 3 » 3‘;:'::.:...5:’::. . . . .
(object detection) BRI ® Building classifiers not as easy as it should be
Y .‘: : ’.o.o.o..:: :.::.

® (lassifier reuse (definition,

e eseses’ ® Sharing classifiers not as easy as it should be
storage, distribution, ...) ot et

.
PR YA R AL T
image courtesy of Peter McHale, UCSD

Approach Learning Process
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1. mean: a measure of size uy = (A1 + A\2)/2
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More details and references for this project are available at http://eye.ucsd.edu
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